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1. Consider a Markov chain on the state space S = {1, 2, 3, 4} with the following transition
matrix:

P =


0.1 0.2 0.5 0.2
0.4 0.3 0.2 0.1
0.3 0.2 0.1 0.4
0.2 0.3 0.2 0.3


Let π be the uniform distribution on S, so πi = 1/4 for all i ∈ S.

(a) [2] Compute p
(2)
14 .

(b) [2] Is this Markov chain reversible with respect to π?

(c) [3] Is π a stationary distribution for this Markov chain?

(d) [3] Does limn→∞ p
(n)
ij = πj for all i, j ∈ S? Why or why not?
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2. For each of the following sets of conditions, either provide (with explanation) an ex-
ample of a state space S and Markov chain transition probabilities {pij}i,j∈S such that
the conditions are satisfied, or prove that no such a Markov chain exists.

(a) [3] The chain is irreducible and periodic (i.e., not aperiodic), and has a stationary
probability distribution.

(b) [3] The chain is irreducible, and there are states k ∈ S having period 2, and ` ∈ S
having period 4.

(c) [3] There are distinct states k, ` ∈ S such that if the chain is started at k, then
there is a positive probability that the chain will visit ` exactly five times (and
then never again).
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(d) [3] The chain is irreducible and transient, and there are k, ` ∈ S with fk` = 1.

(e) [3] The chain is irreducible and transient, and is reversible with respect to some
probability distribution π.

(f) [3] The chain is irreducible and has a stationary probability distribution π, and
pij < 1 for all i, j ∈ S, but the chain is not reversible with respect to π.
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(g) [3] The chain is irreducible and transient, and there are k, ` ∈ S with p
(n)
k` ≥ 1/3

for all n ∈ N.

(h) [3] The chain is irreducible, and there are distinct states i, j, k, ` ∈ S such that

fij < 1, and
∑∞

n=1 p
(n)
k` =∞.

(i) [3] There are states i, j, k ∈ S with pij > 0, p
(2)
jk > 0, and p

(3)
ki > 0, and the state i

is periodic (i.e., has period > 1).
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3. [6] Let S = {1, 2, 3}, with π1 = 1/2 and π2 = 1/3 and π3 = 1/6. Find (with proof)
irreducible transition probabilities {pij}i,j∈S such that π is a stationarity distribution.
[Hint: Don’t forget the Metropolis (MCMC) algorithm.]

4. [6] Consider the undirected graph with vertex set V = {1, 2, 3, 4}, and an undirected
edge (of weight 1) between each of the following four pairs of edges (and no other
edges): (1,2), (2,3), (3,4), and (2,4). Let {pij}i,j∈V be the transition probabilities for

random walk on this graph. Compute (with full explanation) limn→∞ p
(n)
21 , or prove

that this limit does not exist.
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5. Let {Xn} be a Markov chain on the state space S = {1, 2, 3, 4}, with X0 = 2, and
with transition probabilities satisfying that p11 = p44 = 1, p21 = 1/4, p34 = 1/5, and
p23 = p31 = p12 = p13 = p14 = p41 = p42 = p43 = 0. Let T = inf{n ≥ 0 : Xn = 1 or 4}.

(a) [5] Find (with explanation) non-negative values of p22, p24, p32, and p33, such that∑
j∈S pij = 1 for all i ∈ S (as it must), and also {Xn} is a martingale.

(b) [3] For the values found in part (a), compute with justification E(XT ).

(c) [3] For the values found in part (a), compute with justification P(XT = 1).
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