
Probability and Justice

Jeffrey S. Rosenthal

Professor of Statistics
University of Toronto

jeff@math.toronto.edu

www.probability.ca

@ProbabilityProf

(National Judicial Institute meeting, Vancouver, Feb 21, 2024)

(1/32)

About Me . . .

I’m a Professor of Statistics. A typical day’s work:
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And then one day I wrote a successful book . . .
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Then I was interviewed by the media about: Opinion Polls . . .
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Crime statistics . . .
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Pedestrian death counts . . .
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Sports . . .
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Including Very High-Profile Sports Moments . . .
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And lottery jackpots . . .
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Including the Lottery Retailer Scandal
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Which Had Serious Consequences
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. . . Which Spread to B.C., Too
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And Led to Criminal Charges
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. . . And Millions of Dollars Repaid!

http://probability.ca/lotteryscandal/ (14/32)



So what is the connection to JUSTICE?

Statistics and Justice both involve
evaluating evidence.

Justice:

“beyond a reasonable doubt”

“balance of probabilities”

“preponderance of the evidence”

Statistics:

“statistically significant”

“the probability is more than X”

“the p-value is less than Y”

“19 times out of 20” / “95% certain” / “99.9% certain”

Are they related? (Oct 2013 CIAJ talk – thanks Paul Schabas!)
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Does it Matter?
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How Statisticians Weigh Evidence

Example: Can your friend distinguish Coke from Pepsi? Do a test!

Guesses right the first time. Proof of ability? No, could be luck!

What about twice in a row? three times? ten times?

The p-value is the probability of such a result if it’s just random.

• Guess right once: p-value = 1/2 = 50%.

• Guess right twice in a row: p-value = (1/2) × (1/2) = 25%.

• Guess right five times in a row: multiply (“independent”):
p-value = (1/2) × (1/2) × (1/2) × (1/2) × (1/2)

.
= 3.1%.

The smaller the p-value, the more it seems to “prove” something.

Usual standard: “significant” if p-value less than 5% (i.e., 1 in 20).

For Coke versus Pepsi: two in a row not significant, five in a row is.

Similarly: Disease with 50% fatality rate. New drug: does it work?

If it saves 5 patients in a row, then yes it’s “significant”.

Important! Useful! Widely used! But potentially problematic . . .
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To multiply or not to multiply?

Guess correctly by chance, once: Prob = 1/2.

Guess correctly by chance, twice: Prob = (1/2) × (1/2) = 1/4.

Correct? Yes, since two guesses by chance are independent.

(Related to that joke about a bomb on an airplane . . . )

But multiplying might not always be valid.

Example: The United States and NFL (American) football:
(1) 50.8% of Americans are female.
(2) 64% of Americans watch NFL football (survey).

So, what percentage are females who watch NFL football?

Is it (50.8%) × (64%) = 32.5%?

No, it’s actually just 27.9%. Why? Because “only” 55% of U.S.
women (and 73% of men) watch NFL football.

Not independent! Can’t multiply in this case! Be careful!
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“Out of How Many?”

True story: Ran into my father’s cousin at Disney World!

Surprise! One chance in 230,000,000? Deep significance?

But wait. We saw several thousand people there.

And, we would have been surprised by hundreds of people.

It follows that some such meeting had about one chance in 200.

Might well happen over a lifetime. (Has it to you?)

(19/32)

TV Interview: Reunited Half-Brothers

Striking? Yes. Deeper “meaning”? Or just chance?

Out of how many other estranged Americans? (28%?)

TV: One success out of so many chances is luck, not “meaning”.
(20/32)



An Old Legal Case: Malcolm Collins (California)

• On June 18, 1964, in Los Angeles, an elderly lady was pushed
down in an alley, and her purse was stolen.

• Witnesses said: a young Caucasian woman, with a dark blond
ponytail, ran away with the purse, into a yellow car, which was
driven by a Black man, who had a beard and moustache.

• Four days later, Malcolm and Janet Collins were arrested,
because they fit these characteristics (mostly).

• At trial, the prosecutor called “a mathematics instructor at a
nearby state college” (Daniel Martinez). The prosecutor told the
mathematician to assume certain (“conservative”) probabilities:

– Black man with a beard: 1 out of 10
– Man with moustache: 1 out of 4
– White woman with blonde hair: 1 out of 3
– Woman with a ponytail: 1 out of 10
– Interracial couple in car: 1 out of 1,000
– Yellow car : 1 out of 10

(21/32)

The mathematician then computed the probability that a random
couple would satisfy all of these criteria, by multiplying:

(1/10)×(1/4)×(1/3)×(1/10)×(1/1000)×(1/10) = 1/12, 000, 000

Was this reasoning valid?

• The facts? No, these individual probabilities were just assumed.

• Multiplying? No! If have a beard, then moustache more likely!

Similarly, if have Black man and White woman, then of course have
an Interracial couple!

• Correctly interpreted probability? No! Remember “out of how
many”! Los Angeles County 1964 “suspect population”: 6,537,000.
So, the probability of two such couples is quite large.

• Collins was convicted at trial, based on this 1/12M probability.

• Acquitted on appeal, Supreme Court of California, 1968:

“. . . the testimony as to mathematical probability infected the
case with fatal error and distorted the jury’s traditional role of
determining guilt or innocence”.
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A More Serious Legal Case: Sally Clark (England)

• Solicitor in Cheshire, England.

• Had two sons; each died in infancy.

• “cot death” (SIDS)? Or murder!?!

• 1999 testimony by paediatrician Sir Roy
Meadow: “the odds against two cot deaths
in the same family are 73 million to one”.

• Convicted! Jailed! Vilified! Third son
temporarily taken away!

Was “73 million to one” computed correctly?
And, was it the right thing to compute? No!

How did Meadow compute that “73 million to one”?

He said the probability of one child dying of SIDS was
one in 8,543, so for two children dying, we multiply:
(1/8, 543) × (1/8, 543) = 1/72, 982, 849 ≈ 1/73, 000, 000.
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Clark Case: Valid Probability Calculation?

Was the multiplication valid? No! SIDS tends to run in families, so
once a family has had one SIDS case, the second one is more likely.

Were the probabilities accurate? No! He neglected factors which
increase the probability, e.g. twice as likely for boys. (1/170,000?)

Was the interpretation valid? No! What about “out of how
many”? (Millions of families in the U.K. / World!)

“Prosecutor’s Fallacy”: conflating two different probabilities.

Royal Statistical Society: “approach is . . . statistically invalid”

• Clark was eventually acquitted, on second appeal. (then died)

• The U.K. General Medical Council ruled that Meadow’s
evidence was “misleading and incorrect”, constituting “serious
professional misconduct”. He was barred from future court work.

• Several other people’s convictions were overturned on appeal.

• Prosecutors/judges everywhere learned a valuable lesson. (?)
(24/32)



A Related Case: Waneta & Tim Hoyt (New York)

Had five babies in 1965 – 1971. All died.
Ages (months): 3, 28, 1.5, 2.5, 2.5.

Pediatrician Alfred Steinschneider investigated,
wrote 1972 article for journal Pediatrics.
Conclusion: “genetically-linked SIDS”.

In 1977, they were allowed to adopt a son,
who survived to adulthood.

In 1985, some prosecutors and pathologists got suspicious, and
investigated. Eventually, Waneta Hoyt confessed to suffocating all
five children, to stop them from crying.

She later “recanted” her confession, but was still convicted in 1985
of five murders. She died in prison in 1998 (age 52).

So, sometimes statistical evidence is indicative, even when you
can’t just multiply. It shouldn’t necessarily be ignored.
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A Nursing Case: Lucia de Berk (Netherlands)

• Hospital nurse in The Hague, Netherlands.

• Arrested for several murders and attempted
murders, after discovery that she was on duty
for 14 of 27 (51.9%) “incidents” (i.e. deaths,
or near-deaths), despite working just 203 out
of 2,694 (7.5%) shifts in her three wards.

• Prosecution (2003): one chance in 342
million of this occurring by chance alone!

• Accurate facts? Some controversy whether all these incidents
had actually taken place during de Berk’s shifts (versus just before
or after), and whether definition of “incident” was adjusted post
hoc. Also, she was assigned to many elderly/terminal patients.

• Valid calculation? Many statisticians thought no.

• Accurate interpretation? No! What about “Out of how many”?
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• The prosecution statistician, Henk Elffers, had tried to account
for “out of how many”, by multiplying by 27 (the number of nurses
in one of the hospitals).

• Is that sufficient? Surely not! Many more nurses somewhere in
the Netherlands / World. Multiply by all of them?

• Statistician: “the data are used twice: first to identify the
suspect, and again in the computation of Elffers’ probabilities”.

• de Berk was convicted of multiple murders and attempted
murders in March 2003, primarily on the basis of “1 in 342 million”.

• The convictions were upheld on appeal, June 2004, mostly on
other grounds: elevated digoxin levels in some of the corpses.

• October 2007 Dutch “Posthumus II Commission” report: “the
hypothesis of digoxin poisoning was disproven [through new testing;
similar to Susan Nelles case], the statistical data were biased and
the analysis incorrect, and the conclusions drawn from it invalid.”

• Case reopened June 2008. Not guilty verdict, April 2010.
(27/32)

The Cases Keep Coming: Kathleen Folbigg (Australia)
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RESPONSE AT: rexvlucyletby2023.com
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A Case I was Involved With: Leighton Hay

Accused of being 2002 murder accomplice.

Witnesses: Hair was “two inch picky dreads”.

But Hay was shaved nearly bald when arrested.

Crown: He shaved his head after the crime!

Evidence: Tiny hair clippings in a garbage
bin and on an electric shaver in his home.

Convicted in 2004. Fresh appeal in 2011.

Question: Were those clippings from a scalp?

Statistical data: Thickness of the clippings.

Fact: Scalp hairs are usually ≤ 125 microns thick, but beard hairs
are often thicker. So what did that tell us?

My expert report: Of the 368 clippings collected, the number from
a scalp was between 0 and 106 (29%), with the rest from a beard.

2013 SCC 61 judgment: New trial granted. Hay released from jail.
(30/32)



Another Case I was Involved With: Yuk Yuen Lee

Accused in 2013 of running a marijuana grow-up in Toronto.

Police seized 1378 + 2240 plants, all claimed to be marijuana.

However, they only actually tested 2 + 1 of them (!).

Convicted at trial, but what about the sentence?

If more than 500 plants, then mandatory three-year jail term.

My expert report: The testing was only sufficient to statistically
conclude that at least 138 + 16 of the plants were marijuana.

2017 ONSC 2403 judgment: “Crown counsel took issue with
respect to Professor Rosenthal’s credibility. . . . I did not find
Professor Rosenthal lacking in credibility. His evidence was offered
in the manner that one expects of an expert. . . . I do not accept
that the Crown has established the number of marijuana plants,
thereby allowing the Crown to rely on the mandatory minimum.”

Final sentence: Just the time already served in jail.
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Statistics and Justice: Reflections

• Statistics and probability have many important applications.

• Including to issues of law and justice.

• They are sometimes misused, to wrongly imply guilt.

• But they can also correctly clarify or refute evidence.

• Probabilities should not be rejected out of hand.

• Rather, the ways they were computed should be carefully
scrutinised, with miscalculations corrected, and flaws exposed.

• Including asking such questions as “Accurate Facts?”, “Out of
How Many?”, ”To Multiply or Not To Multiply?”, etc.

• Hopefully by unbiased statistical experts. (Adversarial system?)

Statistical analysis can sometimes help achieve justice.

But it must be used with caution! Web: www.probability.ca

Article www.probability.ca/justice ; book Knock On Wood (ch. 19).

Email: jeff@math.toronto.edu Twitter: @ProbabilityProf
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